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For additional security hardening guidance, see the Center for Internet Security 

Kubernetes benchmarks, the Docker and Kubernetes Security Technical 

Implementation Guides, the Cybersecurity and Infrastructure Security Agency (CISA) 

analysis report, and Kubernetes documentation [1], [2], [3], [6]. 
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Resource policies 
LimitRanges, ResourceQuotas, and Process ID Limits restrict resource usage for 

namespaces, nodes, or Pods. These policies are important to reserve compute and 

storage space for a resource and avoid resource exhaustion.  

A LimitRange policy constrains individual resources per Pod or container within a 

particular namespace, e.g., by enforcing maximum compute and storage resources. 

Only one LimitRange constraint can be created per namespace. For an example YAML 

file, refer to Appendix G: Example LimitRange. 

Unlike LimitRange policies that apply to each Pod or container individually, 

ResourceQuotas are restrictions placed on the aggregate resource usage for an entire 

namespace, such as limits placed on total CPU and memory usage. For an example 

ResourceQuota policy, refer to Appendix H: Example ResourceQuota. If a user tries 

to create a Pod that violates a LimitRange or ResourceQuota policy, the Pod creation 

fails. 

Process IDs (PIDs) are a fundamental resource on nodes and can be exhausted without 

violating other resource limits. PID exhaustion prevents host daemons (such as 
kubelet and kube-proxy) from running. Administrators can use node PID limits to 

reserve a specified number of PIDs for system use and Kubernetes system daemons. 

Pod PID limits are used to limit the number of processes running on each Pod. Eviction 

policies can be used to terminate a Pod that is misbehaving and consuming abnormal 

resources. However, eviction policies are calculated and enforced periodically and do 

not enforce the limit. 
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Control plane hardening 
The control plane is the core of Kubernetes and allows 

users to view containers, schedule new Pods, read 

Secrets, and execute commands in the cluster. Because 

of these sensitive capabilities, the control plane should 

be highly protected. In addition to secure configurations 

such as TLS encryption, RBAC, and a strong 

authentication method, network separation can help 

prevent unauthorized users from accessing the control 

plane. The Kubernetes API server runs on port 6443, 

which should be protected by a firewall to accept only 

expected traffic. The Kubernetes API server should not 

be exposed to the Internet or an untrusted network. 

Network policies can be applied to the kube-system namespace to limit internet access 

to the kube-system. If a default deny policy is implemented to all namespaces, the 

kube-system namespace must still be able to communicate with other control plane 

segments and worker nodes. 

The following table lists the control plane ports and services: 

Table I: Control plane ports 

Protocol Direction Port Range Purpose 
TCP Inbound 6443 Kubernetes API server 
TCP Inbound 2379-2380 etcd server client API 
TCP Inbound 10250 kubelet API 
TCP Inbound 10259 kube-scheduler 
TCP Inbound 10257 kube-controller-manager 

Steps to secure the control plane 

1. Set up TLS encryption 

2. Set up strong authentication 
methods 

3. Disable access to internet and 
unnecessary, or untrusted networks  

4. Use RBAC policies to restrict 
access 

5. Secure the etcd datastore with 
authentication and RBAC policies 

6. Protect kubeconfig files from 
unauthorized modifications 
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third-party service. Kubernetes assumes that a cluster-independent service manages 

user authentication. The Kubernetes documentation lists several ways to implement 

user authentication including X509 client certificates, bootstrap tokens, and OpenID 

tokens. At least one user authentication method should be implemented. When multiple 

authentication methods are implemented, the first module to successfully authenticate 

the request short-circuits the evaluation. 

Administrators should not use weak 

methods, such as static password files, as 

weak methods could allow cyber actors to 

authenticate as legitimate users.  

Anonymous requests are requests that are 

not rejected by other configured 

authentication methods and are not tied to 

any individual user or Pod. In a server setup 

for token authentication with anonymous requests enabled, a request without a token 

present would be performed as an anonymous request. In Kubernetes 1.6 and newer, 

anonymous requests are enabled by default. When RBAC is enabled, anonymous 

requests require explicit authorization of the system:anonymous user or 
system:unauthenticated group. Anonymous requests should be disabled by 

passing the --anonymous-auth=false option to the API server. Leaving anonymous 

requests enabled could allow a cyber actor to access cluster resources without 

authentication. 

Role-based access control  
RBAC, enabled by default, is one method to control access to cluster resources based 

on the roles of individuals within an organization. RBAC can be used to restrict access 

for user accounts and service accounts. To check if RBAC is enabled in a cluster using 

kubectl, execute kubectl api-version. The API version for 
.rbac.authorization.k8s.io/v1 should be listed if RBAC is enabled. Cloud 

Kubernetes services may have a different way of checking whether RBAC is enabled for 

the cluster. If RBAC is not enabled, start the API server with the --authorization-
mode flag in the following command: 

kube-apiserver --authorization-mode=RBAC 

Kubernetes assumes that a 
cluster-independent service 
manages user 
authentication. 
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Figure 6: Possible Role, ClusterRole, RoleBinding, and ClusterRoleBinding combinations to assign access 

To create or update Roles and ClusterRoles, a user must have the permissions 

contained in the new role at the same scope or possess explicit permission to perform 

the escalate verb on the Roles or ClusterRoles resources in the 
rbac.authorization.k8s.io API group. After a binding is created, the Role or 

ClusterRole is immutable. The binding must be deleted to change a role. 

Privileges assigned to users, groups, and service accounts should follow the principle of 

least privilege, allowing only required permissions to complete tasks. User groups can 

make creating Roles easier to manage. Unique permissions are required for different 





















 

 

 

U/OO/168286-21 | PP-22-0324 | March 2022 Ver. 1.1 35 

National 
Security 
Agency 

Cybersecurity 
and Infrastructure 
Security Agency Kubernetes Hardening Guidance 

National 
Security 
Agency 

 

Figure 7: Cluster leveraging service mesh to integrate logging with network security 

Fault tolerance 

Organizations should put fault tolerance policies in place. These policies could differ 

depending on the specific Kubernetes use case. One such policy is to allow new logs to 

overwrite the oldest log files, if absolutely necessary, in the event of storage capacity 

being exceeded. Another such policy that can be used if logs are being sent to an 

external service is to establish a place for logs to be stored locally if a communication 

loss or an external service failure occurs. Once communication to the external service is 

restored, a policy should be in place for the locally stored logs to be pushed up to the 

external server.  
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    rule: 'MustRunAs' 
    ranges: # Forbid adding the root group.       
      - min: 1 
        max: 65535 

  readOnlyRootFilesystem: true 
  


























